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BeepeHue. OgHoM 13 Klo4veBbIX 3a4a4 A71A CeVICMOpa3Be,EI,HVI AB/IAETCA MNPOrHO3 reos1orM4ecKoro CTpoeHnA
M3yHaeMblIx M1acToB. B yacTHoCTH, oLeHKa MOLLIHOCTM ROJTNEKTOPOB Ha OCHOBaHWN VIMEIOLLIENCA CKBArKMHHOM
CTaTUCTUKN. |_|O,D,O6H8F| 3afa4a ABnAeTcA CTaH,D,apTHOIZ B paMKax AMHaMMn4eCKoro aHasim3a BO/IHOBOIro

Mona 1 3a4acTyio pewlaeTcA rnyTem nocTpoeHna I‘IpOFHOBHOVI MOeNM Ha OCHOBaHWM MMEeILLLEMCA Mreonoro-
I'EOCI)I/BVMECHOIZ VIHd)OpMaLU/IVI, B TOM 4MC/ie M0 M3BeCTHbIM 3Ha4YeHNAM Bd)q)eHTI/IBHOI;I MOLLHOCTW B CKBarKMHax.

Llenb. OueHKka 3dOEKTUBHOCTI METOA0B MALLUVMHHOIO 0ByYeHMA NPK peLLeHM 3a4a4M NPOrHo3a MOLLIHOCTM
KONNEKTOPOB MO AaHHBIM CeitcMopa3BeaKW. CoBpeMeHHbIV aHanm3 AaHHbIX 3a4acTyio MCMOMb3yeT 3Ty KaTeropuio
MeToA0B /1A MOCTPOEHVA Pas3nnyHbIX MPOrHO3HBIX Modenel. CencMmyecKan MHTepnpeTauya, B CBOIO o4vepesb,
CBA3aHa C MCMNONb30BaHKEM OTHOCUTENBHO MPOCTHIX IMHEMHbIX Moaenel. 3To AenaeT akTyanbHbIM onpeaeneHne
MpMPOCTa Ka4ecTBa OT MCMO/b30BaHWA COMKHBIX MOAENe NpeacKa3aHuA.

Matepwuansl 1 MeToabl. [11A 1ccie0BaHWA MCMob30BaH OTHOCUTENBHO XOPOLLIO M3YYeHHbIN BypeHreM y4acToK
0/1HOMO 113 MecTopoAeHMn B 3anaaHoin Crnburpu. PaccMaTprBaemasn TeppuUTOprA MOHOCTHIO MOKPLITa AaHHBIMM
3D-celicMopasBeku, ANA NOCTPOeHWA Mofenn UMeloTcA 170 CKBarMH, B KOTOPLIX ONpeaerneHo 3HaveHve
IQGEKTUBHON MOLLIHOCTU.

B pamkax nccneoBaHna pacCMOTPEH KaKk CTaHAaPTHBIN NMOAX0, C NMPUMEHEHNEM NTMHEVHOW perpeccum, Tax

1 Bonee CMoXKHbIe aNropUTMbI MaLLVHHOIO 0BYYeHWA, TakKe Kak MHOrOMepHaA perpeccus, MeToA Cy4alHoro
neca, MeTo, bnvamLLMX cocefiel 1 HeMpoHHaA ceTb. [NA oLeHKM KayecTBa NpeacKkasaHnaA 1MMeloLLaAcA BolbopKa
CKBarKMH pasaeneHa Ha 0by4aloLLyio 1 BanmaaLmoHHylo, cocToALLme 13 80 1 90 CKBarKMH COOTBETCTBEHHO.

Bce BblMMCNeHNA peann30BaHsl C MCMONb30BaHMEM OTKPLITBIX BUONMOTEK A3bIKA MPOrPaMMUPOBaHKA python.
PesynbTathbl. [TonyveHbl pacnpedeneHna OmnaaemMor TOHHOCTM MPOrHo3a A1A Kar 400 13 PACCMOTPEHHbIX
METOL0B. B TeKCTe CTaTbk NOAPO6HO OMNMCaH anropuTt™ paboTsl, a TaKHKe BbINOMHEHHbIE TeCTsl A1A noabdopa
NapameTpOB KarJoro anropmutma.

3aknioyenue. NonyyeHHble pe3ynsTaTsl N03BONAIT cAenaTh BbIBO 00 3GOEKTUBHOCTI MCMONL30BaHNA METOA0B
MaLLUMHHOI0 06y4eHMA. Bce paccMOTpeHHbIe COMHbLIE aNropUTMEl MO3BONAIOT NOMYYUTL HoNee TOYHbLI MPOrHO3

3bHEKTMBHOM MOLLIHOCTYM MO CPaBHEHMIO C MOAX0A0M JIMHEMHOM perpeccum. Hanbonee 3HauuTeNbHIM NprpocT
TOYHOCTW HabMIDAAETCA NPY MCMOMB30BaHNM HEVMPOHHOW CeTu 1 cocTaBnsAeT 23 %.

KntioueBble cnoBa: xonvecTseHHbIN NPOrHO3, AVMHAMUHECKAY aHaMM3, MaLLIMHHOE 0bydeHvie
KoH$NUKT MHTepecoB: asTop 3aABNAeT 06 OTCYTCTBUM KOHGIVKTa UHTEPecos.

Ana uuTupoBaHmA: Hyropur AB. CpasHeHyie 3PGERTVBHOCTY METOAOB MALLMHHOMO 0BYYEHMA 1A PeLUeHs
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COMPARISON OF THE EFFECTIVENESS OF MACHINE-LEARNING METHODS FOR SOLVING
THE PROBLEM OF QUANTITATIVE PREDICTION BASED ON SEISMIC DATA
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Introduction. One of the key tasks for seismic interpretation is the prediction of the geological structure of the
studied formations. In particular, a common task is to estimate the net thickness of reservoirs based on available
well statistics. Such a task is standard in the framework of dynamic wave field analysis and is often solved by
constructing a predictive model based on available geological and geophysical information, including values of
net thickness in available wells.

Goal. The purpose of the work is to evaluate the effectiveness of machine learning methods in solving the problem
of reservoir thickness prediction based on seismic data. Modern data analysis often uses this category of methods
to build various predictive models. Seismic interpretation, in turn, is often associated with the use of relatively simple
linear models. This makes it relevant to determine the gain from the use of complex prediction models.
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Materials and methods. To carry out the study, a relatively well-studied area of one of the fields in Western
Siberia was used. The territory under consideration is completely covered with 3D seismic data, there are
170 wells for constructing the model, in which the value of net thickness is determined.

To implement the study, both a standard linear regression and more complex machine learning algorithms are
considered. Among the algorithms, multidimensional regression, random forest method, nearest neighbor method
and neural network are considered. To assess the quality of prediction, the available sample of wells is divided into
training and validation samples consisting of 80 and 90 wells, respectively.

All calculations are implemented using open python programming language libraries.

Results. As a result, distributions of the expected accuracy of the forecast for each of the considered methods
were obtained. The text of the article describes in detail the research algorithm, as well as the tests performed to

select the parameters of each algorithm.

Conclusion. The results obtained allow us to conclude about the effectiveness of using machine-learning
methods. All the approaches considered make it possible to obtain a more accurate prediction of the net
thickness compared to the linear regression approach. The most significant increase in accuracy is observed
with using a neural network and the improvement estimated as 23 %.
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BBEOEHUE

KnioyeBoit 3aaav4en MHTeppeTaLmm AaHHbIX
cericMopas3BeIkM ABNAETCA NPOrHO3 reonorn-
YeCKMX NapaMeTpoB Cpebl MO XapaKTepUCTH-
KaM BOMHOBOr0 MofA. K nogobHEIM NapameT-
pam MoryT ObiTb OTHeCeHb!: IybrHa 3aneraHmna
n1acTa, ero IMTONOrMYECKIMM COCTaB, Nec4a-
HCTOCTb, MOPUCTOCTb MPOHMLLAEMOCTb, HACbI-
LLIEHHOCTb. XapaKTepPUCTMKIM BOTHOBOMO MOA
MOTYT ObITb Pa3eneHbl Ha KMHeMaTUYeCKMe,
CBA3aHHbIE C BpEMEHEM perucTpaLmmy oTpare-
HWA, 1 AMHAMUYECKe, CBA3aHHbIE C ero 3Hep-
reTM4eckMMI napaMeTpamu. B pamkax gaHHoro
MCCNeNoBaHVA paccMoTpeHa 3a4a4a NporHo3sa
MOLLIHOCTW KOMIeKTopa Mo AMHaMUYECKIMM Xa-
PaKTEPMCTMKAaM BOTHOBOO MOSA.

BblbpaHHaA 3aa4a ABnAeTCcA cTaHaapT-

HOW 1 BBINOMHAETCA B 6ONBLUMHCTBE reoso-
ro-recGr3n4ecKX MPOEKTOB NPK HANN4YKK
HeobxoAMMOW CKBaHKIMHHOM MHGopMaLK,

YT0 0BYCNaBMBAET aKTyabHOCTb A4aHHOI0
nccnefoBanvA. CBA3b Me Iy NapameTpa-

MV aMOAnTYAbl U 3QGERTUBHOM MOLLIHOCTHIO
KO/INIeKTOPa — XOPOLLIO V3yHeHHbI heHoMeH,
OCHOBaHHbIM Ha VHTepOepeHUMY OTParKEHNI.
OaHa 13 n3BecTHbIX NybnunKkaumi [1] HarnAaaHo
MOKa3blBaET Ha MoAeNbHbIX AaHHbBIX Cyou-
HEVIHYIO CBA3b MEH Y MOLLIHOCTHIO NecYaHm-
Ka C aMnNauTyaA0M BONHOBOrO nonA. B uenom
018 60MbLIMHCTBA NPaKTUHECKIMX MPOEKTOB
noaxo[ 0CTaeTCA CXOHMM U 3aK/io4aeTcA

B MOVICKax Hanbonee AOCTOBEPHOM NIUHEN-
HOW CBA3M Mer 4y MOMCKOBEIM MapamMeTpoMm
(3DGEKTMBHOM TONLLIMHOM) U XapaKTepucTm-
KoM amMnauTyasl (@TprbyTom). HanaeHHaA

QYHKLUMOHaNbHAA CBA3b B Aa/bHENLLIEM UC-
nonb3yeTcA A71A NPOrHO3a MCKOMOro napameT-
pa B MeHCKBarKMHHOM MPOCTPaHCTBeE.

C TOYKM 3peHnA anropuTMoB MaLLVMHHOMO 06y-
YeHKA paccMaTprBaeMan 3aaqva OTHOCUTCA

K KaTeropyin anroprTMoB «0byHeHNA C yum-
TeneM» — anpropHO M3BECTHbIE 3HaYeHNA

B TOYKaX CKBarKMH 1 Habop aTprbyTOB BOSHO-
BOro MonA GopMMpPYIOT 06y4aIoLLLYI0 BHIOOPKY,
KOTOPaA UCNoMb3yeTcA /1A CO3AaHNA Npe-
CKa3biBaloLLer Moaeny. C 3ToV TOYKM 3peHrA
paccMaTpvBaeMan reonoruyecKkan 3aaqa
ABNAETCA CTaHOAPTHOW 3a4a4e perpeccum

B paMKax MaLLMHHOM0 0by4eHWA, pelllaeMas

C NOMOLLIbI0O MHOMECTBA aNropuUTMOB, peanui-
30BaHHbIX B Pa3/MYHbIX A3bIKaX MPOrpamMMm1po-
BaHWA. B pamMKax AaHHoro 1ccne0BaHMA BCe
BbIYMCIEHNA BLINOMHEHE! C MCMOMb30BaHVEM
OTKPBITEIX BUBAMOTEK A3bIKA MPOrPaMMKMPOBa-
HWA python, B 4acTHOCTW BrbnnoTerm sklearn,
coaepr<alliert peanm3auyim OCHOBHbIX aropuT-
MOB MaLLIMHHOIO 06Y4eHMA.

B kadecTBe 06beKTa 1ccnenoBaHnA BelbpaH
pa30ypeHHbI y4acToK 0AHOM0 13 MecTopo-
HOEeHUM B XaHTbl-MaHCUIMCKOM aBTOHOMHOM
oKpyre 3anaaxor Crbrpw. LlenesbiMm nna-
CTaMM B paMKax paccMaTprBaeMoro panoHa
ABNAOTCA nNnacTel rpynnel AC, cbopMUpoBaHHbe
B YC/I0BMAX METKOBOHO-MOPCKMX 06CTaHO-
BOK. Pa3BuTVe KoneKTopa cBA3aHo ¢ Gauma-
MU @KKPeLVOHHOW CUCTEMbI MeaHaPVPYIOLLErO
pycna, 0AHO3HAYHO KapTVPYEMOr0 Mo AaHHLIM
cericMopasBekn. Bcero Ha ydacTke npobypeHo
170 CKBaXKMH, BCA TEPPUTOPMA YHaCTHa MOKPbLITA
NaHHbIMK cercMopa3seakm MO T 3D ¢ KpaTHo-
CTblO cHCTeMbl HabnioaeHuA 144 (puc. 1).



METOAbI

Ha Ha4anbHOM 3Tane MMelLLIMECA CKBarHHbI
6bINM pa3faeneHbl Ha ABe Belibopk: 80 cKBa-
HH MCMNOMb30BaHbl B Ka4ecTBe 0by4aioLLiero
MaccmBa, 90 CKBarKIH MUCKI0HEHB! 13 MpoLecca
MOCTpOeHVA MpeAcKa3biBaloLLIen Mo U nc-
No/nb30Banmch Ha GMHaNBbHOM 3Tarne B Ka4ecTse
OT/OKEHHOM BEIBOPKM 1717 OLIEHKW Ka4ecTBa
Kark o Modenu. [oaobHBIM noaxo ABNAeTCA
HeobxoAMMbIM YCOBMEM NpK paboTe C anropuT-
MaMM MaLLIMHHOMO 0BYyYeHA, Han4me Banm-
[ALVIOHHOW BEIOOPKIM MO3BONAET 06BLEKTVIBHO
OLIEHNTb Ka4eCTBO M MPOKOHTPOIMPOBATL OTCYT-
cTBMe 3G deKTa NepeodyyeHna, To ecTb ero Ha-
CTPOVIKI Ha UMEIOLLLYIOCA 00y4aloLLIyI0 BEIOOPHY.
B pamKax 1ccneaoBaHmA paccMoTpeHbl Hambo-
flee pacnpocTpaHeHHble MeToaApl, AOCTYMHbIE
1A NpuMeHeHnA B brbnmoTere sklearn: MHoro-
MepHanA perpeccus, MeTof C/ly4anHoro neca,
MeTo[ OVKaLLIMX coceeit U HeMPOHHaA CETb.
Bce 311 MeToAbl ABNAIOTCA XOPOLLIO M3BECTHBIMM
1 NOPOBHO OMKCaHbl B HAy4YHOM 11TepaType,
Mo 3To NPU4KHE B AaHHOM paboTe He npu-
BOAATCA UX MaTemMaTu4ecKiie GopMyMpoBKM

1 He OMMCHIBAIOTCA anrOPUTMb BbIYCEHMA.
[na dopmypoBaHA 0by4aioLLen BHIOOPKM MC-
MOMb30BaHbl TPACCH! MCXOAHOr0 CYMMapHOro
Kyba B TOYKax CKBarMH. BulumcneHne atpu-
6yTOB A/1A 06yYaIoLLIEN BEIBOPKM BEINOIHEHO

B MHTepBane 40 MC OTHOCUTENbHO LIENEBOMO
OTparKaloLLIero ropM30HTa, COOTBETCTBYIOLLIE-
r0 KpoB/e MPOAYKTMBHOrO nnacTa. B paMKax
33/1aHHOM0 OKHa BbIIV BEIYMCNEHLI CTaHAAPT-
Hble aTpMbY Thl BOSIHOBOMO MOA: MrHOBEHHAA
aMNANTYAa, @ TaKHKe MarHUTYAbl N0 YacToT-
HbIM KomnoHeHTam 10, 20, 30 1 40 T, nony-
YeHHbIe C 1CMOb30BaHeM HernpepsiBHO-

ro BelBneT-npeobpasoBaHKiA Nno BereneTam
Pukrepa. BHyTpm paccMaTprBaeMoro MHTep-
Bana /17 OLIeHKM XapaKTep1cTUK aTpubyToB
BbINoIHeH nepebop okoH oT 0 40 8 Mc. BHyTpu
KaM0r0 OKHA MCMOMb30BaHbl Pa3/nYHbIe CTa-
TUCTUYECKME OLIEHKM: CYMMa, MUHUMaSbHOe

1 MaKcUMasbHoe 3Ha4eHue, cpeaHexBaapa-
TrYecKoe 3HaveHme. [laHHbIe BbIHMCIEHNA Bbl-
MOMHEeHb! A/1A Kark A0 TPacchl, 4To Mo3BoOAMII0
NoNy4YnTh Ha Buixoae Maccys 13 1800 aTpuby-
TOB [1A KarK 10 CKBarKMHbl. Habop atpmbyToB
N UCTUHHbIE 3Ha4YeHNA 3OOERTUBHON MOLLIHO-
CTV GOPMMPYIOT BXOAHOWM MaccmB A1A obydeHmA
anropuTMOB.

[MonyYeHHbIM MacCKB 3HaUEHMH, BbIUCIEHHBIX
Mo Tpaccam CyMMapHOro Kyba, xapaxTepuayeT-
CA BBICOKOW CTEMeHbIo KoppenaLmm 1A He-
KOTOPbLIX aTPMbYTOB. [laHHoe obcToATe b-

CTBO MOMKET HeraTMBHO CKa3biBaTbCA Ha Xxoe
06y4eHNA HEKOTOPBIX aNrOPUTMOB, MO3TOMY
017 MYHVMM3aumK 3Toro GakTopa K aTpubyTam

Puc. 1. Kapta RGB-cMelumBaHusA no LeneBoMy nnacty. YepHble TouKu — BbibopKa
CKBaXKMH /17 06Y4eHUA; HeMTble TOYKU — CKBaXKWMHbI AnA Banudaumm (A.B. ByTopuH)
Fig. 1. RGB-map for aiming horizon. Black dots — sample wells for education of model;
yellow dots — sample for validation (Aleksandr V. Butorin)

NpVIMEHeH MeTOL, MaBHbIX KOMMOHEHT. MeTof,
rNaBHbIX KoMnoHeHT (PCA) no3BonAeT Nony4nTs
Heroppennpyemble aTprby Thl, 0AHAKO KO-
YeCTBO KOMMOHEHT onpeaenaeTca aMmpuye-
CKM 1 B X0[le UCCNeoBaHWA AaHHOe 3HaYeHme
BapbMpoBanock ot 1 Ao 50. Mo pesynsratam
TECTVPOBAHWA OTMEYEHO, YTO MPUMEHEHME
METO/1a IMaBHbIX KOMMOHEHT NO3BO/AET, C Of-
HOW CTOPOHBI, MOBBICKTL CKOPOCTL 0BYYeHIA,

a C Apyrow CTOPOHbI — MOMOKUTENBHO BUAET
Ha MeTpWKM KadecTBa. [JononH1TeNbHO npoTe-
CTMPOBaHoO AobaBneHre K 0byyaloLLien Bobopre
pe3y/LTaToB KNacTepr3aLm Nno Gopme Tpaccl.
KnacTepur3aLma BoINoHeHa C NpUMeHeHneM
meTona K-cpeaHux, npeacTaBneHHoro B b1o-
nmoTere sklearn. YcTaHoBneHo, 4To AobasneHme
pe3y/LTaToB KNaCTePM3aLIMM He BNVIAET Ha Ka-
4eCTBO Mofenen.

TakM 06pa3oM, bbin CGoPMMPOBaH MaccuB

018 AaNbHeLIero npyiMeHeHna MeTo10B
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KOMMYEeCTBEHHOrO NPOrHo3a. Maccme Npea-
CTaBMeH UCTUHHBIMM 3HA4YEHUAMN 3G DERTVBHOM
MOLLIHOCTY 110 80 CKBarKMHaM, a TaKrKe HabopoMm
aTprbyToB nocse NpUMeHeHVA MeToAa MaBHbIX
KOMMOHEHT ¢ Bulbopom oT 1 Ao 50 anemMeHToB
1A KarkJ0M TOYKM CKBarKKHbL. [aHHbIM MaccmB
1CMob30BancaA A1A 0byyeHna Moaener Ma-
LUMHHOMO 0ByYeHWsA 1 Moy4eHVA NPorHO3HOM o
aNroprTMa, KOTOPLIV B Aa/bHENLLIEM NprMe-
HANCA K BANMOAUMOHHOM BHIDOPKE C OLIEHKOM
CpeHeKBaapaTu4ecKkoro oTknoHeHuA (CKO)
MporHo3a.

PE3Y/IbTATbI

Ha HauanbHoM 3Tane nosyyeHsl OLeHKM 6a30-
BbIX a/TTOPUTMOB MPOrHo3a. B kavecTse oa-
HOIo 13 a/IrOPUTMOB MPOTECTVPOBaH METOL,
cpenHero 3HadeHun. B paMKkax gaHHom Moae-
N N4 KaH A0 CKBarVHbI BanMAaLUVOHHOM
BbIOOPKM MPOrHO3HOe 3HaYeHMe NPYHKMAa-
NOCb PaBHLIM CpeaHeMy Mo 0by4yaloLLen Bbi-
6opre. [oA06HbIN anropyT™M NO3BONAET Mosy-
YT CpeaHEeRBaAPATUYECKYIO OLLIMORY, paBHYIO
591 M. [laHHaA oLieHKa ABNAeTCA Hanbonee
rpy6oM MoAEbIO, MPY KOTOPOW He YYUTHIBAIOTCA
Melouimecaq cemcMmyeckme [aHHbIe, 1 OHa MO-
HET MCMNOoNb30BaTbCA KaK d)yHL],aMeHT 1A no-
cnenyioLLer oleHKM addeKTUBHOCTM bonee
CNOHHbBIX aNrOPUTMOB.

B kadecTBe BTOporo 6a30Boro anroputMa
paccMoTpeHa NiMHenHanA perpeccua no oa-
HoMy aTpubyTy. [lnA peanv3aumm AaHHo-

ro noaxoaa no Karkaomy 13 1800 atpubyTos
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CpenHeKBagpaTMyecKas oLMOKa, M

C MCNOMb30BaHVIeM MeTO1a HaMMEHbLLIMX KBaA-
paToB Mosy4eHa 3aBUCUMOCTb IQQERTVIBHOM
MOLLIHOCTV OT aTpubyTa, KoTopaA B Aa/bHen-
LeM NprMeHAnacs K aTprbyTam BanmaaLmMoH-
HOV BbI6OPKM. [onyYeHHaA cTaTuCTKa NoKa-
3aHa Ha puc. 2. Belbop yCnoBHO HamnyuLLeit
mMoaeny caenaH no KoadbduLIMeHTy Koppens-
Lmu, KoTopbi cocTasun 0,68. MNpy noagobHOM
noaxo/e TOYHOCTb MPOrHo3a 3QPeKTUBHOM
MOLLIHOCTW Ha BaNMAALIMOHHOM BEIOOPKE CO-
cTaBmna 5,69 M. B AaHHOM C/1y4ae MOrKHO oue-
HUTE 3GGERT OT yyeTa reoPr3nHecKX AaHHbIX.
B paccmatprBaeMoM npuMepe NprpocT TOHHO-
CTM OKa3bIBaeTCA He3HaUMTENbHBIM, YTO CBA3a-
HO C OCTaTOYHO OAHO3HAYHEIM BblAeNeH eM
reoorM4ecKoro 06beKTa 1 OTHOCKTEbHO Bbli-
COKOW yCMeLHOCThI0 By peHns.

HeobxoanmMo 0TMETUTb, YTO MOYYeHHbIN pe-
3y/bTaT OTparkaeT HeonpeaeneHHoCTs pe-
LEHWA 3a4a4m KONM4eCTBEHHOMO NMPOrHo3a.
KaK BMAHO 13 pyC. 2, B MMEIOLLIENCA BEIOOpKE
MPUCYTCTBYIOT aTpMbyThl, 0becneyrBaioLLie
60nee BbICOKYI0 TOYHOCTb Ha BaMAaLIMOHHOM
BbIBOPKE, — MUHMMa bHaA OLIMOKa coCcTaBNAeT
4,96 M. OQHaKo AaHHBIM aTprby T XxapaKTepu-
3yeTCA MeHbLLIMM 3Ha4eHveM KoadduLeHTa
KOppenALMK Ha 0by4aloLLIel BLIOOPKe, MO3TOMyY
€ro Bblbop HeBo3MorHeH. [laHHbIM GaKT XopoLUo
WNAIOCTPUPYET HeomnpeaeneHHoCTH, 00yC/10B-
NeHHble OrpaHUYEHHOCTBIO MMeIoLLIENCA CKBa-
HIHHOW CTATUCTUKMN.

TaKuM 06pa3oM, NosyYeHbl Ha4asbHble OLIEHKM
TOYHOCTM NPOrHO3a 3GHEKTVBHOM MOLLIHOCTU
NPV MCMO/Mb30BaHMM OTHOCUTENIBHO MPOCTHIX
anropnTMoB. [1aHHble 3Ha4eHVA NprMeHAITCA

525 550 575 6,00 625 650 675 7,00

CpenHeKBagpaTMyecKas oLMbKa, M

Puc. 2. CTaTUCTVKa NpUMeHeHUA IMHeMHON perpeccum no ogHoMy atpubyTty. CneBa — Kpocc-nioT Memay Ko3GduULMeHTOM Koppenauum

1 cpeHeKBaApaTUYeCKoM OLLIMBKOM; CnpaBa — rMcTorpamMma CpeiHeKBaApaTUHecKkux oLunbok (A.B. ByTopuH)

Fig. 2. Statistics of linear regression for single attribute. Left — cross-plot for correlation coefficient and standard deviation of errors. Right —
histogram of standard deviation of errors (Aleksandr V. Butorin)



B AarnbHerLweM A1A oUeHKN 3GOeRTBHOCTH
METO0B MaLLMHHOMO 0bY4eHIA.

PaccMoTpyM anropmtM MccneaoBaHuA AN0A Me-
TO0B MaLLMHHOIO 00Y4eHNA: Ha Ha4aNbHOM
3Tane 1cnonb3yeMan BolbopKa Cy4arHbiM 06-
pa3oM paszaenAnacs Ha 06y4aloLLLyIo 1 TeCTo-
Byio B nponopumy 70 1 30 %. MNepBaA Bulbopka
MCMOMb30Baack A1A 00yYeHNA anropuTMa,
BTOpaA — /1A OLIEeHKM MeTPUK Ka4eCTBa M Bbl-
6opa Hamny4Len Moaenn. B KkadecTe Kpui-
TepuA BelIbopa UCMob30BancA KoahduLeHT
KoppenALMM GaKTUHECKOrO M MPOrHO3HOMO
3HaYeHnA ahderTUBHOM MoLLIHOCTW. B xoe
06y4eHVA CO34aBaCA UMK/ BbIYMCIEHNA MNaB-
HbIX KOMMOHeHT oT 1 A0 50 ¢ Wwarom 5. BHyTpu
LMKNa MPoMCXoamno obyyeHme 1 BelIbop Ham-
nyyLLIer Moaenv AnA BblbpaHHOro anropmT-
Ma. Havbonee To4HbIM anropuT™ NpUMeHAn-
CA K OT/IOMEeHHOW BanuaaLMOHHOM BbbopKe
/1A OLIeHKM CpeJHEKBaAPaT4eCKOro OTK/0-
HeHWA NporHo3a. OnmcaHHaA NoceoBaTe lb-
HOCTb AencTBuin noBTopAnack 100 pa3 anA no-
Ny4YeHuA pacnpeaeneHma oLMOKM NPorHo3a
/1A KarkA0ro U3 MeToAoB. 3a CHET UCMoMb-
30BaHWA C/1y4aHOro pasaeneHA BelbOpKM

1 BEPOATHOCTHOM MPUPOALI aNFOPUTMOB KarK-
[NaA peanv3auma xaparTepr30Banach CBOUM
MTOrOBBIM 3Ha4eHVeM CpeAHEKBaAPATNHECKOM
OLLIMOKM MPOrHO3a, YTO MO3BOMNMI0 CHOPMUPO-
BaTb CTATUCTMKY M0 3OGEKTUBHOCTM KarA0r 0
anropmtMa.

TaKmM 06pa3oM, A1A Kark40ro 13 paccMaTpu-
BaeMblIx MeTO0B MaLLMHHOI0 00y4eHWA Hbina
chopMMpoBaHa r1McTorpaMma, NoKaseiaioLLan
OMKM3EMbI AMANa30H TOYHOCTM MPOrHO3a.

OBCYXOEHUE

PaccMoTpuM pesynsTaTel NpUMeHeHWA METOA0B
MaLLIMHHOIO 0by4eHnA. Ha puc. 3 npvBeaeHbl
FACTOrpaMMbl A71A Kar 400 M3 MCMOMb3yeMblX
anropuTMOB, BK/IOYaA NIMHEMHYIO perpeccuio

C 0AHMM NapameTpoM. Heobxoammo oTMe-
TUTb, YTO B A@HHOM C/Ty4ae He MPOon3BOAMIICA
0TOOP MoAEeNern NPOCTON perpeccm No Koad-
GULMEHTY KOPPENALMK, MO3TOMY MOSTyYeHHOe
pacnpefeneHne MeeT 6o/bLLYIO AMCNEepCHio

1 BUMoAanbHyI0 GOPMY — NeBbIV MaKCMYM CO-
OTBETCTBYET MOe/1AM C BLICOKOW KoppenAaLmen,
Npaebi — MOOENAM C HU3KOW KoppenALmen.
Hawnbonee NpocTbIM anroprTMOM ABNAETCA
MHoOroMepHan perpeccua [2]. B obLuen nocta-
HOBKe 1CNo/b30BaHa perpeccua ¢ perynAapmsa-
umen. Perpeccra Mcnonb3yeT IMHENHYIO KOM-
BVHALIMIO0 BXOAHBIX aTpWbBYTOB 1A MOCTPOEHNA
MPOrHo3HoM Moaenu. Mpu 3ToM perynApm3a-
LA NMO3BONAET AOMNOMHUTENBHO BBECTU LLUITPad
Ha 3HaYeH1e MyNLTUNIVKATOPa NMPK KarkA0M
aTprbyTe, YTobbI U36EHATb CIMLLIKOM OOMBLLIMX

3HaYeHin BeCoBoro KoabduLmeHTa. bes mc-
MoMb30BaHWA PerynApr3aTopa perpeccuna
npeacTaBnAeT cobov NprMeHeHe MeToaa

MCMOMb30BAHME HEVPOHHOW CETW /1A MPOrHO3A
MOLUHOCTW KOJT/TEKTOPOB 10 JAHHBIM
CEMCMOPASBE KM MOBBLILLAET TOYHOCTb HA 23 %
0 CPABHERWIO C APYT MW METOOAMW.

HanMeHbLUMX KBaapaToB. B paMKax mccne-
[10BaH1A pacCMOTPEHO ABa B1AA peryna-
pU3aLMM: MUHUMM3AUMA CYMMbl KBaPaTOB
BECOBbIX KO3GdULmeHTOB — Ridge 1 MUHUMM3a-
UMA CYMMbl abCOMIOTHBIX 3HaYeHn — Lasso.
MPUHUMNMENBHBIM OTAVMMEM 3TIX aNFOPUTMOB
ABNAETCA BO3MOHKHOCTb 0BHYNEHMA HEKOTOPbIX
aTpubyTOoB B paMKax Lasso-perpeccun.

[1nA perpeccim No MeToay HauMeHbLLIMX KBad-
PaToB TOYHOCTL MOAENM BapbMpyeTcA oT 5,02

00 6,20 M C MaTeEMaTUYECKMM OKMOAHNEM 5,49 M.
Ridge-perpeccua noKasbiBaeT aHanormyHoe
pacnpeneneHune TouHoCTW. Lasso-perpeccua
rnoKasbiBaeT 60MbLLYI0 TOYHOCT: MVHVMa IbHOe
3HaYeHVie COCTaBUI0 4,75 M, MaKCKManbHoe —
5,39 M, MaTeMaTu4ecKoe ormaaHne — 5,12 m.
TakM 06pa3om, Ucrnonb3oBaHve Lasso-
perpeccuu No3BoMIAET MOBLICUTL MPOrHO3HYIO
TOYHOCTb M0 OTHOLLIEHMIO K CMONb30BaHMIO pe-
rpeccum No 0AHOMY aTprbyTy.

[pyrimM anropuTMOoM MaLLIMHHOMO 06y4eHKA
BbICTYNan MeToA cy4anHoro neca [3], 3axkniova-
I0LLIMIMCA B MCMOMb30BaHMM aHCaMbnA peLualo-
LLVIX AepeBbeB 1A GOPMMPOBaHMA NpeacKa-
3bIBaioLLen Moaenm. KnoueBbIMM HACTPOMKaMM

4,5 5,0 55 6,0 6,5 7,0
CpenHeKBaapaTyecKan oLnbKa, M

YcnoBHble 0603HaveHms: B SLR W LR = RF M Llasso B KNN m MPL
Puc. 3. Mony4yeHHble pacnpeneneHna olWMboK /1A paccMaTpyBaeMbix MeTonoBs (SLR —
perpeccua no ofHoMy aTpubyTy, LR — MHoromepHas perpeccua, RF — cnyyaiiHbiin
nec, Lasso-perpeccua, KNN — MeTog, 6nnkainiumnx cocefert, MPL — HelpoHHanA ceTb)
(A.B. ByTopuH)

Fig. 3. Histograms of standard deviation of errors for different methods (SLR — single
linear regression, LR — linear regression, RF — random forest, Lasso-regression,
KNN — method of nearest neighbors, MPL — neural net) (Aleksandr V. Butorin)
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YcnoBHble 0603HauYeHUs:

[@HHOr0 anroprTMa ABNAETCA KOMYeCTBO pe-
LaloLLMX AepeBbeB v WX rybuHa. [1na noabo-
pa yKa3aHHbIX rMneprnapaMeTpoB 1CMosb30BaH
meTo[ nepebopa o ceTke — rnybuHa BapbMpo-
Banack ot 2 Ao 10 pa3bueHnit, a Konm4ecTso fAe-
peBbeB — 0T 5 A0 40. [NonyveHHoe pacnpenene-
HVIE OLLIMOKM XapaKTepu3yeTcA MUHUMAIbHLIM
3HaYeHmeM 4,76 M, MaKCUManbHbIM — 5,67 M,

C MaTeMaTUYeCKMM OrMaaHnemM — 5,24 M.

Mo pe3ynbraTam pacyeToB MeTo C/lyHaniHOro
nleca NoKasasn MeHbLLYI0 TOYHOCTb, YeM Lasso-
perpeccuA.

CnenytoLLyIM pacCMOTPEHHbLIM anropyUTMOM
ABNAeTCA MeTo, brmHanLLInX cocenein (4],
KOTOPbIM UCMONBL3YET OCpeHeHVe Mo 3aaaH-
HOMY KOIMYEeCTBY COCEAHNX TOHEK 0OYYEeHNS.
[na onpeneneHnA coceiHMX TOHeK UCMonb3y-
eTCA eBK/IMA0BO PacCcToAHMe B 061acTV aTpu-
6yTOB. KMio4eBbIM 3HaUMMBIM MapamMeTpoM
MOeNM BbICTYNaeT KoNM4ecTBO coceAHNX To-
YeK A/1A OCpeiHeHNA, B aHHOM ClyYae TaKHe
BbINOMHEH Nepebop 3Ha4eHn oT 2 Ao 20 ToYek.

06yyeHne B Banupauna

Kak noKasano TecTnpoBaHue, onT1ManbHoe
KOIMYECTBO coceieit HaxoAMTCA B AManaso-
He 10-16 Touek. MNonyyeHHoe pacnpenenexve
no 100 peanv3aumAmM NO3BO/AET OLIEHWUTL pac-
npeeneHne TOYHOCT: MUHKMa bHOe 3HaYe-
HVe OLLIMOKM — 4,88 M, MaKcManbHoe — 5,37 M,
MaTeMaT4yecKoe oMMaaHme oLLMOKM — 5,12 M.
KaK BWAHO 13 rMCTOrpaMMmbl, OrMaaeMan
TOYHOCTb MPOrHO3a METOA0M ONMHKANLLIMX CO-
cefjel NpaKTMYeCKM CoBMaAaeT co 3Ha4eHVieM
TOYHOCTM Lasso-perpeccui.

NocneaHWM 13 paccMaTpBaeMbIX anroprTMoB
BbICTYyNana ABYXCNOMHaA HEMPOHHaA ceTb [5].

B pamKkax HelmpoHHOWM CeT CO33eTCA Noc/e-
[10BaTe/IbHOCTb C/I0EB, Ha KarAOM 113 KOTOPbIX
OCYLLIECTBAAETCA NMMHENHAA KOMBMHALMA BXOA-
HbIX 3HaYeHKMin aTprbyTOB C MPUMEHEHWEM 3a-
OaHHOW dYHKUMM arTVBaLmW. [lononHmTensHo
[ON1A CTabunmsaumm peleHrA MCronb3oBaHa
perynAapm3auma no cymMMe KBaapaToB BECO-
BbIX KO3GGULMEHTOB. KaK noKasano TecTrpo-
BaHWe, HaWy4LLWI pe3ysTaT A0CTUraeTcs

Puc. 4. Pe3ynbtaT nporHo3a 3G $eKTUBHOM MOLLHOCTU C NPUMEHEHWEM anropuTMa HelMpoHHol ceTh. CrneBa — comnocTaBneHre GakTUUYeCKNUX
1 MPOrHO3HBIX 3HaueHMWi (MYHKTUPOM MoKa3aHa IMHUA Y=X, KpacHbIe TOUKM — 0By4YaloLLan BbIGOPKaA, CUHUE TOUKM — TecToBas BblbopKa Ha aTane
oby4eHus, 3eMeHble TOYKU — BaNWMAALMOHHAA BbIGOPKA); CNpaBa — NPorHo3HasA KapTta agdeKTBHOM MowwHoCcTU nnacTa (A.B. ByTopuH)
Fig. 4. Result of reservoir thickness estimation from neural network. Left — comparison of true and predicted values (dotted line — y=x, red dots —
train set, blue dots — test set, green dots — validation set); Right — map of reservoir thickness (Aleksandr V. Butorin)



MPW MCNOMb30BaHWIN NOrUCTUYECKOM QYHHK-

UMM arTVBaLMK. [onydeHHoe pacnpeneneHme
TOYHOCTW XapaKTepPU3yeTcA CrieayoLmMMm Na-
paMeTpaMu: MUHUMa bHoe 3HadeHue — 4,58 M,
MaKcuManbHoe — 5,19 M, MaTeMaTn4ecKoe OrKm-
[aHMe OLLIMOKM — 4,85 M.

TakM 06pa3oMm, UCMob30BaHME HeMPOH-

HOW CeTW NO3BOMAET MOMYUMTb HAUMEHbLLIYIO
MPOrHO3HYI0 OLEHKY OLLIMBKM. [TpUpOCT B Ka-
YyecTBe NpPorHo3a coctaBnsAeT 23 % no oTHO-
LLIEHWIO K METO/Y Perpeccum no oJHoMy aTpu-
6yTYy. AHaNM3MpyA pesynsrat npUMeHeHnA
O[HOW 13 MOLieNner, OCHOBaAHHOW Ha HEeMPOH-
HOW ceTu (pUC. 4), MOKHO OTMETUT, YTO AMC-
nepcmA Ha 0by4eHNM 1 BanaaLMm ocTaeTca
CXOMKeM, 4TO roBOPUT 00 OTCYTCTBUN Nepeoby-
YyeHuA Mofaenn. OfHaKo 0TMEeYaeTCA 3aHnHeHme
MPOrHo3a B 06/1acTAX C BbICOKOM MOLLIHOCTbIO,
YTO MOMKET BbIThb CBA3aHO C HeJ0CTATOYHOCTHIO
MoA06HbLIX CKBaMKMH B TECTOBOW BEIOOPKE.

Pesiomypya npoBeeHHOe 1ccneJoBaHme,
MOMHO OTMETUTb, YTO UCMOMb30BaHKME MeTO-
0B MaLLIMHHOIO 06Y4eHWNA N03BOMAET MOoBbI-
CWUTb TOYHOCTb NPOrHo3a Ha 23 %. Haunyuimm
pe3ynbTaT OOCTUMAETCA MPU CMONb30BaHWM
HeMPOHHOW CETW, B TO BPEMA KaK OCTa/lbHbIe
MeTOobl MOKa3bIBAIOT CXOMKYI0 TOYHOCTb MPOrHO-
3a 1 0becneynBaloT NoBbILLEHVIE TOYHOCTM
nporHo3a okono 10-13 %. HesHauuTenbHbIM
NPUPOCT B MHGOPMATUBHOCTM CBA3aH C HEeKO-
TOPOVI CMeLLLeHHOCTBIO VIMEIOLLIEMCA CTaTUCTU-
KN — BypeHMe CKBarKMH arpropHO OpPUEHTN-
POBA/OCh Ha BblAENAEMBIN Fe0N0rMYECKIMIA
0OBLEKT, YTO MPUBOANT K YAOBNETBOPUTEILHOMY
MPOrHO3Y Aare Mpy MCMob30BaHUM MOOEM
cpeaHero 3HadeHA. Pe3ynstaTsl MCCre0BaHNA
MOKa3bIBaOT MPOCTOTY MCMOMb30BaHVA COBPe-
MeHHbIX a/TTOPUTMOB aHanM3a, BCe BblYMCIeHNA
BBIMOSHEHbBI C MPYMEHEHVIEM OTKPBITBIX 6UBMO-
TeK A3bIKa python.
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